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Recall that the p.d.f. of a Gaussian mixture model is

pθ(x) =

K∑
k=1

πkN (x|µk,Σk)

1. Detail the model parameters θ and give their constraints, if any.

2. Describe the interpretation of GMM as a latent variable model by intro-
ducing a latent variable.

3. How can you estimate the parameters ? Briefly describe the steps of the
algorithm (without deriving all the computations, but write what you have
to compute in each step).

4. Write the generative model of LDA and give the constraints of the param-
eters.

5. Compare GMM and LDA.

6. Consider now that we want to consider a mixture of two Bernoulli dis-
tributions. Write the probability distribution function of this mixture.
Recall that a Bernoulli distribution is defined as

p(x|θ) = θx(1− θ)1−x, with x ∈ {0, 1}, θ ∈ [0, 1]
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