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© Introduction on missing data
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Missing values are everywhere

o Growing masses of data, multiplication of sources
= Not Available values (NA)

o Our public health application: the Traumabase® dataset.

Pitie-Salpétriere 88 0 No 3
Beaujon 103 0 NA 5
Bicétre NA 0 Yes 6
Bicétre NA 0 No NA
Lille 62 0 Yes 6
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Missing values are everywhere

Traumabase® dataset
o now 30 000 patients.
@ 250 heterogeneous variables: continuous, categorical, ordinal,...
o 23 different hospitals
o missing values everywhere (1% to 90% NA in each variable).

o Imputation: provide a complete dataset to the doctors.

o Estimation: explain the level of platelet with pre-hospital
characteristics.

o Prediction: predict the administration or not of the tranexomic
acid.

o Clustering: identify relevant groups of patients sharing similarities.

Q: How to deal with missing values?
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What we should not do

Pitie-Salpétriecre 88 0 No 3 Pitie-Salpétriere 88 0 No 3
Beaujon 103 0 NA 5 Beaujon 163—0—HA—5
Bicétre NA O Yes 6 Bicétre i 0—Yes—=6
Bicétre NA 0 No NA Bicétre ¥ —Neo—

Lille 62 0 Yes 6 Lille 62 0 Yes 6
Lille NA 0 No UNA Hitte O —No—H&

Discarding individuals with missing values is not a solution

o Loss of information .
Traumabase®: only 5% of the rows are kept.

o Bias in the analysis .

Kept observations: sub-population not necessarily
representative of the overall population.

What we should do: handling missing values



The right method to choose

Q: How to choose the right method to handle missing values?

Dataset containing
missing values

What we know:
location of NA
Question 1

Why do missing
values occur?

Question 2

What is the

purpose of the sta-
tistical analysis?

The right method
to choose

Imputation? Estimation? Prediction?

@ The goal is not necessarily to obtain a complete dataset.

@ A solution can be to embed missing data management into
the statistical paradigm.
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Missing-data notations

Y = {y1|...|yn}": full dataset with n individuals

o Continuous , categorical or mixed data.

C={cl...|ea}T €{0,1}"%9: pattern of missing data for the full
dataset

cj = 1 & yj; is missing

yPPs: the observed variables values for individual i

y™is: the missing variables values for individual i
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Missing-data mechanism (Rubin, 1976)

ink?
| Data values (Y) I Link: I Missing values (C) |

f(C|y; w)a ’l/) S QT/J
Missing Completely At Random (MCAR) MCAR

Machines fail
f(cly;v) = f(c; ' )
(cly: 9) (ci) Doctors forget to fill the form
Missing At Random (MAR) MAR
Aggregation of datasets
obs,
y°°%: observed component of y.
HR  Death A therapy  GCS
Lille 65 0 Yes 6
f(cly;¥) = f(cly°™; ) I B e 6
Pitié 84 0 NA 5
Missing Not At Random (MNAR) MNAR
The MAR assumption does not hold. Emergency situations
The missingness can depend on the —& _ =
missing data value itself. 5 “underlying® values: 59

62 62
VA 84




Ignorable vs. non ignorable mechanism

@ Parametric estimation: model the joint distribution (Y, C)
parametrized by v, € €0, 4.

o Likelihood-approach: maximizing the full observed likelihood.
Lttt obs (7,95 ¥, ©) :/qun(%w:y,C)dymis
:/"(y:v)f(CIy;1/J)dy‘“is
= f(CIyObS;z/))/f(y;w)dymis M(C)AR mecha.

o Lign (7 y°™) = / Fy;y)dy™®

M(C)AR: one can ignore the mechanism.

MNAR: one should consider the mechanism.
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Focus on MNAR mechanism
We should consider (Y, C) (not-ignorable mechanism).

The main MNAR specifications

o selection model [Heckman, 1979]:
fly, civ,9) = F(yin)f(ely:¢)

o pattern-mixture model [Little, 1993]:

fly,c:&9) = f(c;E)f(ylcip)

Q: How to choose the MNAR specification ?
o Estimate the parameters of the data distribution: selection models.

@ Distribution is not the same for the observed data and the missing
data: pattern-mixture models.
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Focus on MNAR mechanism

We should prove the identifiability of the parameters.

Identifiability issue in the MNAR case credit: ilya Shpitser
Y = [17 ’07 17 70]'
@ Case 1: Y missingonlyif Y =1.

Y =[1,1,0,1, 1,0], B(Y =1) =2/3.

o Case 2: Y missing only if Y =0 .

Y =[1,0,0,1,0,0], P(Y =1)=1/3.

= We start from 2 equal observed distribution. It leads to different
parameters of the data distribution P(Y = 1).

Identifiability: the parameters of (Y, C) are uniquely determined from
available information (Y, C = 0).
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@ Missing data in model-based clustering
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Our goals

e MNAR mechanism.
@ Selection model: f(y,c;v,v) = f(y;v)f(cly; ).

Embed missing data management into the analysis to:
@ Perform clustering: identify relevant groups of individuals.

@ Estimate the parameters of the data distribution.

o (Impute missing values.)
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Clustering: model-based approach

o Partition with K clusters: Z = (z1]...|z,)7 € {0,1}"™K, with
zix = 1 if y; belongs to cluster k.

Mixture model

K =P(zx=1)
/=~
{IZEDY fi(yii Ax)

=l pdf in the cluster k
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Clustering: model-based approach

o Partition with K clusters: Z = (z1]...|z,)7 € {0,1}"™K, with
zix = 1 if y; belongs to cluster k.

Mixture model

K =P(zx=1)
/=~
{IZEDY fi(yii Ax)

=l pdf in the cluster k

@ Missing data in Y.

Mixture model with missing data

K

Flyi cin0) = Zﬂ—kfk()/i; X fe(ci | i i),
k=1



A zoology of MNAR models in clustering

Q: Which distribution fi(c; | yi; k) to propose in this clustering
context?

Q.

i) =TT (oo + Bgyi))® (1= o + Bgyi))'

Jj=1

where ¥y = (a1, Bk, - - -, @ik, Bk ) and p is a link function.

How to understand this distribution?
@ «ayj: the missingness depends on the class membership k, not the
same effect for every variable.

@ [ the missingness depends on the value itself (y;;), not the
same effect for each cluster.

o Simplest model:

MCAR: By =0, ¥(k,j) and agj = ... = o, V).
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A zoology of MNAR models in clustering

Parcimonious models: the probability of being missing depend
@ on both the variable and the class membership:

MNARyZ/: By =...= Pk Vj.
IVINARykz: o = ... = oy, k.
MNARyz: By =...=Bkj, ¥jand ayj = ... = a1, k.

o only on the variable itself:

MNARyZ 11 = ... =01 = Q1 = ... = OKd and ,Blj:... :IBKJ,VJ
MNARyk: A11 = ... =01 = Q21 = ... = OKd-
@ only on the class membership:
MNARz: B =0, VY(k,j) and ayj = ... = auq, Vk.
MNARZ: Bij =0, V(k,j).
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Proposed zoology of MNAR models in
clustering

MNARy* z/

MNARyz | |MNARyz| | MNARy*z

! !

MNARZ/ MNARy*

w4 N

MNARz MNARy
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MNAR:z from every angle

(1) C gives information on partition Z

@ MNARz model, Bivariate Gaussian model
@ cluster overlap: A, = |u1 — p2| varies.
@ difference of percentage of NA between the 2 clusters: Aperc varies.

Adjusted

Rank Index

to compare ( 75-
two partitions

T 0.50-
< 0.50

1 2 3
Big OVEV A \
i
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MNAR:z from every angle

(2) MNARz (and MNARZ’) models interpreted as MAR

? 26 5
Y= | blue 1.9 4 |, C=
red 23 7
0
0
0

) ?7 26 5
YoPs — | blue 1.9 4
?

red 2.3

Proposition 1: in terms of maximum likelihood

MLE associated to Y°Ps under MAR model
& MLE associated to Y°PS under MNARz/MNARZ models.
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Identifiability results

Previous works: [Teicher, 1963], [Allman et al., 2009] (without NA),
[Miao et al., 2016] (for MNAR data).

Proposition 2: identifiability for continuous and count data
Assume
@ The marginal mixture Ele i fk(yi; Ok) is identifiable
@ There exists a total ordering < of Fj x R, for j € {1, ..., d} fixed,
where Fj = {fij,...,fxj} and R = {p1, ..., px}.
The mixture model with any MNAR: is identifiable.

Proposition 3: identifiability for categorical data
Assume dcat > 2[log, K|+ 1 and fi(+;0k) = ]_[7:1 fii (- ki)

v The mixture model with MNARz or MNARZ is identifiable.
X The mixture model with any MNARy is not identifiable.

@ For mixed data: result follows from Proposition 2 and 3.

20 Identifiability up to a label swapping.
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© Estimation of the parameters
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EM algorithm

Initialized at the point A% = (70 A0 [} the iteration [r] of the EM
algorithm consists in performing two steps:

° : compute the expectation of the complete-data

log-likelihood Q(8; 01~ 1) = Egi—y [lums(8; Y, Z,C) | YO, C],
a0 Y 2, C) = 37 log (4, mfulyis Ml | v )

° : update the parameters by maximizing this function

6l = argmax, Q(6; 6" —1).
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EM algorithm: feasible computations?

One has: Q(G;Q[’*l]) =
Egrr—1j ['” fi(eilyiidi)lyP s i aZikzl}

ST 0y fog(m) + iy e, 00T+ (s P a0 Y)
i k

=E 1y [In i M) vz =1]

with ty (01 —1) = P(zi = 1]y?bs, ;).

mis

o Law of y™ given (y",zy = 1,¢) ?
o Computation of the expectation over this law of fi(c; | yi; dx)?
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EM algorithm: feasible computations?

‘ MNARz, MNARzj ‘: needs some computations but still simple.

fuci | yisibk) = plaw;) — (LLY)

o = L{yM= |y, zie = 1,¢) = L(y™ | yp™, zi = 1)
o EM algorithm for Gaussian data,

o EM for categorical data.

MNARYy: |: needs approximations

f(ci | vii k) = plak + Bijyi)  (not 1LY)

o (yMs | yebs zy =1, ¢;) not classical if Logit link.

o No closed forms.
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SEM algorithm for MNARyx

SEM easier? random drawing instead of expectation
° : draw the missing data
(=), 20) ~ (] ye™, sl =2, A=, ple=)
o (M)~ (- |yt 2 e A gy,

2wy w1 A= ) draw the membership k of z!)
from the multinomial dlstrlbutlon

Let YU = (y1) . yl1), ZI0 = (217) .. |2l7) be the imputed
matrix and the partition.

° : for k =1,..., K, compute 7r[r], AE:], Lr].

( | y, ’ [r 1] e )\[r—l]’w[r—l])?
@ not classical if p is Logit

@ truncated Gaussian distribution if p is Probit

26 /30



Summary of the algorithms

EM SEM

MNARz
MNARZ/

MNARy* | no closed form

v v v v

not ident. not ident.

v
(Probit)
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@ Numerical experiments
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Setting

o Gaussian mixture with three components having unequal proportions
(1 =0.5,2 =3 =0.25), independent variables.

e Control the rates of misclassification (10%) and missingness (30%):
we fix them equal for each scenario.
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Computation time
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MNARZz vs other MNAR model

MMMMMM
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MNAR:Zz: robustness to the misspecification of
the data distribution

@ Three-components Gaussian mixture with non-diagonal covariance
matrices: X;; = ¢, # j, with £ € {0,0.1,0.25,0.5}

@ Algorithm assumes ¢ = 0.

0 0.1 0.2 0.5

5
1.00-
L]
+ .
0.75- H
]
! T Mechanism
¢ )
0504 L B3 McAR
i E3 MNARz
L]
L i
T .

0.25-

ARI
@

MCAR MNARzZ MCAR MNARz MCAR MNARz MCAR MNARZ
Mechanism
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Results on real data

41 mixed variables containing missing values assumed to be MNARz The
variables related to the patient death are not taken into account.

Can the MNAR mechanism improve the classification ? Is there
an influence of the mechanism ?

@ Same number of clusters selected by the ICL criterion;

@ For K = 3, ARI between the classifications obtained assuming
MNARz and MCAR = 0.9;

MeAR  wmamz

IcL



Results on rela data

n
Z(]P’(z,-k = 1[yghs; MCAR) — P(z = 1|yobs; OMNARY2 Vi k€ {1,2,3}

i=1

MCAR MNARz Class1 Class2 Class 3
Class 1 2.43 26.5 37.6
Class 2 26.2 3.40 20.1
Class 3 39.3 19.2 2.05

Table: Euclidean distance between the conditional probabilities of the cluster
memberships given the observed values of the variable Shock.index.ph in the
Traumabase dataset, obtained using the algorithm considering MNARz data,
and the ones obtained with the algorithm considering MCAR data.
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© Conclusion
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Conclusion

Summary
@ Interest to put a model on ¢

@ Interest of the simple but meaningful model MNARZz

@ Trade-off between biased mixture model and biased missingness
mechanism.

Ongoing works

o Implement the proposed models/algo. in the Mixmod software?

“http://www.mixmod.org
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MNAR:z: robustness to the NA% and choice
of K

10% 30% 50%
1.0-
0.8-
! . Mechanism
_ .
x . B3 mcar
< 0.6~ . l.
MNARz
]
. H
.
0.4-
5 ]
MCAR  MNARz MCAR  MNARz MCAR  MNARz
Mechanism

MCAR | MNARz
10% NA | 94% 94%
30% NA | 8% 56%
50% NA | 0% 20%
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